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Short Bio: Roberto Di Cosmo

Computer Science professor in Paris, now working at INRIA

35+ years of research (Theor. CS, Programming, Software Engineering, Erdos #: 3)

25+ years of Free and Open Source Software

15+ years building and directing structures for the common good

1999 DemoLinux – first live GNU/Linux distro

2007 Free Software Thematic Group
150 members 40 projects 200Me

2008 Mancoosi project www.mancoosi.org
2010 IRILL www.irill.org
2015 Software Heritage at INRIA

2018 National Committee for Open Science, France

2021 EOSC Task Force on Infrastructures for Software,
European Union
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Software Source Code is Precious Knowledge

Harold Abelson, Structure and Interpretation of Computer Programs (1st ed.) 1985

“Programs must be written for people to read, and only incidentally for machines to execute.”

Apollo 11 source code (excerpt) Quake III source code ( excerpt )

Len Shustek, Computer History Museum 2006

“Source code provides a view into the mind of the designer.”
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https://archive.softwareheritage.org/swh:1:cnt:64582b78792cd6c2d67d35da5a11bb80886a6409;origin=https://github.com/virtualagc/virtualagc;visit=swh:1:snp:3c074afad81ad6b14d434b96e705e01d184752cf;anchor=swh:1:rev:007c2b95f301f9438b8b74d7993b7a3b9a66255b;path=/Luminary099/THE_LUNAR_LANDING.agc;lines=245-261/
https://archive.softwareheritage.org/swh:1:cnt:bb0faf6919fc60636b2696f32ec9b3c2adb247fe;origin=https://github.com/id-Software/Quake-III-Arena;visit=swh:1:snp:4ab9bcef131aaf449a7c01370aff8c91dcecbf5f;anchor=swh:1:rev:dbe4ddb10315479fc00086f08e25d968b4b43c49;path=/code/game/q_math.c;lines=549-572/


Software Heritage in a nutshell www.softwareheritage.org
Unveiled in 2016

T H E  G R E AT  L I B R A RY  O F  S O U RC E  C O D E

Collect, preserve and share all software source code

Preserving our heritage, enabling better software and better science for all

Reference catalog

find and reference all
software source code

Universal archive

preserve and share all
software source code

Research infrastructure

enable analysis of all
software source code
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A universal software archive, as a shared infrastructure

One infrastructure
open and shared

The largest archive ever built

Platinum sponsors

Gold sponsors

Silver sponsors

Bronze sponsors

Diamond sponsors
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The archive under the hood
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Debian source
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tar
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contents

Global development history permanently archived in a uniform data model

over 22 billion unique source files from over 340 million software projects

~2PB (compressed) blobs, ~50 B nodes, ~800 B edges
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The Software Hash persistent identifier (SWHID)
Software Hash Identifiers (SWHID) see swhid.org

50+B intrinsic, decentralised, cryptographically strong identifiers, SWHIDs

In SPDX 2.2; IANA "swh:"; WikiData P6138; ISO standardization ongoing DIS 18670

Full fledged source code references for traceability, integrity and reproducibility

Examples: Apollo 11 AGC,Quake III rsqrt; Guidelines available: HOWTO and ICMS 2020
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https://swhid.org
https://www.softwareheritage.org/2020/07/09/intrinsic-vs-extrinsic-identifiers/
https://spdx.github.io/spdx-spec/appendix-VI-external-repository-identifiers/#persistent-id
https://www.wikidata.org/wiki/Property:P6138
https://www.swhid.org/
https://archive.softwareheritage.org/swh:1:cnt:64582b78792cd6c2d67d35da5a11bb80886a6409;origin=https://github.com/virtualagc/virtualagc;lines=245-261/
https://archive.softwareheritage.org/swh:1:cnt:bb0faf6919fc60636b2696f32ec9b3c2adb247fe;origin=https://github.com/id-Software/Quake-III-Arena;lines=549-572/
https://www.softwareheritage.org/howto-archive-and-reference-your-code/
https://dx.doi.org/10.1007/978-3-030-52200-1_36


A revolutionary infrastructure

Modern "Library of Alexandria", international, non profit, long term initiative
addressing the needs of industry, research, culture and society as a whole

Software Graph Software Blockchain Open Science pillar Big Code

One infrastructure, shared: more efficient, less waste . . .
. . . addressing a broad spectrum of needs!
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A walkthrough

Browse + Reference [DIS 18670] (Apollo 11 [excerpt], your work may be already
there !)

Trigger archival, use the updateswh browser extension, configure the webhooks

Cite with biblatex-software (CTAN, Overleaf ACMART template)

Describe with Codemeta (use codemeta generator)

Curated deposit in SWH via HAL, see for example: LinBox, SLALOM, Givaro,
NS2DDV, SumGra, Coq proof, . . .

Extracting all the software products for Inria, for CNRS, for CNES, for LIRMM or
for Rémi Gribonval using HalTools

Example with Parmap: devel on Github, archive in SWH, curated deposit in HAL
Example research articles:

compare Fig. 1 and conclusions in the 2012 version and the updated version
SWHID in a replication experiment
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https://archive.softwareheritage.org
https://swhid.org
https://www.iso.org/standard/89985.html
https://www.softwareheritage.org/2019/07/20/archiving-and-referencing-the-apollo-source-code/
https://archive.softwareheritage.org/swh:1:cnt:64582b78792cd6c2d67d35da5a11bb80886a6409;origin=https://github.com/virtualagc/virtualagc;visit=swh:1:snp:3c074afad81ad6b14d434b96e705e01d184752cf;anchor=swh:1:rev:007c2b95f301f9438b8b74d7993b7a3b9a66255b;path=/Luminary099/THE_LUNAR_LANDING.agc;lines=245-261/
https://twitter.com/gabrielaltay/status/1300218789762662401
https://twitter.com/gabrielaltay/status/1300218789762662401
https://save.softwareheritage.org
https://www.softwareheritage.org/browser-extensions/
https://archive.softwareheritage.org/api/1/
https://ctan.org/pkg/biblatex-software?lang=en
https://www.overleaf.com/latex/templates/template-for-acmart-using-biblatex-and-biblatex-software/hrbzctcdjwvd
https://codemeta.github.io/codemeta-generator/
https://doc.archives-ouvertes.fr/en/deposit/deposit-software-source-code/
https://hal.archives-ouvertes.fr/hal-02130801
https://hal.archives-ouvertes.fr/hal-01897934
https://hal.archives-ouvertes.fr/hal-02130729
https://hal.archives-ouvertes.fr/hal-02137040
https://hal.archives-ouvertes.fr/lirmm-02136558
https://hal.archives-ouvertes.fr/hal-02155786
https://haltools.archives-ouvertes.fr/Public/afficheRequetePubli.php?struct=inria&&typdoc=(%27SOFTWARE%27)&CB_auteur=oui&CB_titre=oui&CB_article=oui&CB_resume=oui&langue=Anglais&tri_exp=annee_publi&tri_exp2=typdoc&tri_exp3=date_publi&ordre_aff=TA&Fen=Aff&css=../css/VisuRubriqueEncadre.css
https://haltools.archives-ouvertes.fr/Public/afficheRequetePubli.php?struct=cnrs&typdoc=(%27SOFTWARE%27)&CB_auteur=oui&CB_titre=oui&CB_article=oui&CB_resume=oui&langue=Anglais&tri_exp=annee_publi&tri_exp2=typdoc&tri_exp3=date_publi&ordre_aff=TA&Fen=Aff&css=../css/VisuRubriqueEncadre.css
https://haltools.archives-ouvertes.fr/Public/afficheRequetePubli.php?struct=cnes&typdoc=(%27SOFTWARE%27)&CB_auteur=oui&CB_titre=oui&CB_article=oui&CB_resume=oui&langue=Anglais&tri_exp=annee_publi&tri_exp2=typdoc&tri_exp3=date_publi&ordre_aff=TA&Fen=Aff&css=../css/VisuRubriqueEncadre.css
https://haltools.archives-ouvertes.fr/Public/afficheRequetePubli.php?struct=LIRMM&typdoc=(%27SOFTWARE%27)&CB_auteur=oui&CB_titre=oui&CB_article=oui&CB_resume=oui&langue=Anglais&tri_exp=annee_publi&tri_exp2=typdoc&tri_exp3=date_publi&ordre_aff=TA&Fen=Aff&css=../css/VisuRubriqueEncadre.css
https://haltools.archives-ouvertes.fr/Public/afficheRequetePubli.php?auteur_exp=remi%2C+gribonval&struct=cnrs&typdoc=(%27SOFTWARE%27)&CB_auteur=oui&CB_titre=oui&CB_article=oui&CB_resume=oui&langue=Anglais&tri_exp=annee_publi&tri_exp2=typdoc&tri_exp3=date_publi&ordre_aff=TA&Fen=Aff&css=../css/VisuRubriqueEncadre.css
https://haltools.archives-ouvertes.fr/?action=export&lang=fr
https://github.com/rdicosmo/parmap/
https://archive.softwareheritage.org/browse/origin/directory/?origin_url=https://github.com/rdicosmo/parmap
https://hal.archives-ouvertes.fr/hal-03516539v1
http://www.dicosmo.org/Articles/2012-DaneluttoDiCosmo-Pcs.pdf
https://www.dicosmo.org/share/parmap_swh.pdf
https://www.dicosmo.org/Articles/2020-ReScienceC.pdf


Growing adoption of SWH in Academia (selection)

From Melissa Harrison’s OSEC 2022 talk Use on replicabilitystamp.org

HAL+SWH in the Open Science software booklet

Funding agencies recommendations ANR 2023 guidelines (p. 17)
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https://www.canal-u.tv/sites/default/files/medias/fichiers/2022/02/5.3.%20Logiciels.%20Harrison.pdf
https://www.ouvrirlascience.fr/source-code-and-software/
https://anr.fr/fileadmin/aap/2023/aapg-2023-V2.0_MAJ20220921.pdf


The full graph in the AWS Open Data collection

https://registry.opendata.aws/software-heritage/

all the file contents (the leaves of the graph ~1PB uncompressed)

regular dumps of the graph (in ORC file format)
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Example: most popular commit verbs (stemmed)

Query using Amazon Athena

SELECT COUNT(*) AS C, word FROM (
SELECT word_stem(lower(split_part(
trim(from_utf8(message)),’ ’, 1)))
AS word FROM revision
WHERE length(message) < 1000000)

WHERE word != ’’
GROUP BY word
ORDER BY C
DESC LIMIT 20;

Total cost: approximately .5 euros

Results
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Going beyond SQL

State-of-the-art graph compression from social networks
Paolo Boldi, Antoine Pietri, Sebastiano Vigna, Stefano Zacchiroli
Ultra-Large-Scale Repository Analysis via Graph Compression
SANER 2020, 27th Intl. Conf. on Software Analysis, Evolution and Reengineering. IEEE

Results
Full graph structure (50 B nodes, 700 B edges) in 300 GiB RAM

traversal time is tens of ns per edge

bidirectional traversals implemented

beware: metadata access is still off RAM

Java, gRPC and Rust APIs available
docs.softwareheritage.org/devel/swh-graph/grpc-api.html
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A word on long term reproducibility for HPC

(re)create fully reproducible binaries from source. . . https://guix.gnu.org/
functional package manager

bit by bit reproductibility

from the source code

. . . with a focus on HPC https://hpc.guix.info/
environment control

support cluster deployment

from the source code

connection with Software Heritage

source code archival and identification for guix and nix
automatic fallback for missing sources (see experience report)
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Because software is naturally international !
Geographic Diversity in Public Code Contributions: An Exploratory Large-Scale 
Study Over 50 Years. MSR 2022) https://doi.org/10.1145/3524842.3528471



30 years of growth of public source code

1990 1995 2000 2005 2010 2015 2020
Year

105

106

107

108

109
Nu

m
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ts

Evolution of Number of Objects per Year
Revisions
Contents
Revisions Fitted Growth
Annual Growth: 27.30%
Doubling Time: 2.87 years
Contents Fitted Growth
Annual Growth: 40.25%
Doubling Time: 2.05 years
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Programming language evolution over 50 years
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license 
filtering

67.5 TB of data 32.1 TB of data

near-
deduplication

2.4 TB
775B tokens

Language 
selection, 
filtering, 
preprocessing

GH Issues, PRs, and 
other high-quality 

data sources
140B tokens

915B tokens

Software 
Heritage Raw 

Dataset

The Stack v2 
Data collection pipeline fully open and transparent built by BigCode

This slide is courtesy of Leandro Von Werra and Harm de Vries

select only 
GitHub repos
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Lessons learned
Transparency is easy: SWHID (undergoing ISO 
standardisation) and Software Heritage
N.B. : may be mandated by regulations!

Opt out is complex: who is the real right owner? 
(similar issues to license compliance)

+
● Building the training set is complex: e.g. 

 includes license compliance alike work 
at massive scale

We need a coordinated effort to ensure fully open models will succeed!

● Generating attribution information 
on model output is more complex 
than license compliance
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A STEP FORWARD: CodeCommons

34
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Availability: Easy access to all relevant 
data for software (source code, PR, issues, 
discussions, etc.) Shared harvesting: we 
do it only once!

Efficiency: Facilitate the extraction of 
qualified datasets to build high-
performance models.

Structuring: Organize and connect 
the various data sources to create a 
coherent training set.

Ethics: Provide tools to verify the 
provenance and attribution of 
generative AI outputs

Traceability: Identify and make 
available the data used for training

Solutions
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COMMONS CODE: THE ACTORSTeam Entity / Referent Expertise

Funded partners

Universal Archive of Software Source Code

Software engineering, code, programming, languages, Software variability management 
Large-scale software evolution Generative AI for software development   

      Almanac Automatic linguistic modeling and analysis and computational humanities

CEDAR Analysis and processing of complex, large-scale data

DIASI Automatic language processing Generative AI

DILS Engineering, Software and Systems

Machine learning, Modeling, Natural language processing Distributed computing

Subcontracting (budget < 200k€)

Philippe 
Ombredanne

The global benchmark for license detection

Unfunded partners

Emeritus Inria Patrick Valduriez Cutting-edge expertise in big data management

Paolo Ferragina Data compression and text algorithms (ACM Paris Kanellakis award 2022)

Marco Danelutto Massively parallel HPC programming expertise

Maurizio Gabbrielli Expertise in machine learning and text similarity

Marco Aldinucci EuroHPC and efficient low-level distributed structure expertise
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Come in, we’re open! https://softwareheritage.org
Software Heritage is

vendor neutral, open source

worldwide, long term

Software Heritage enables

archival, reference, integrity

traceability, global knowledge base

Call to action

support a shared open infrastructure to support your use cases

develop new applications, tackle new scientific challenges

positions open for CodeCommons
Join us Annual report 2024

Software Heritage www.softwareheritage.org @swheritage Contact: roberto@dicosmo.org March 2025 25 / 25

https://softwareheritage.org
https://annex.softwareheritage.org/public/annual-reports/2024/SoftwareHeritageReport_2024.pdf
https://annex.softwareheritage.org/public/annual-reports/2024/SoftwareHeritageReport_2024.pdf
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