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Large Language Models for Code

Software source code is massively used for building 
Large Language Models.

Independently of what we do, there is no turning back.

The real question is how they should be built and 
whom they should benefit.

Let’s have a candid look around 
us. 2
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Closed model APIs Open model weights

This slide is courtesy of Leandro Von Werra and Harm de Vries
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Model weights not available

● Can’t run the model locally

● Can’t inspect the model’s representations

● Limits fine-tuning abilities

Closed model APIs Open model weights

And more:
● limits user freedom

(personal data leakage)

4
This slide is courtesy of Leandro Von Werra and Harm de Vries



Model weights not available

● Can’t run the model locally

● Can’t inspect the model’s representations

● Limits fine-tuning abilities

Training data is not disclosed

● Content creators don’t know if their data is 

used

● There’s no way to remove it

● Can’t inspect data for biases 

● Potential benchmark contamination

● Limits scientific reproducibility

Open model weightsClosed model APIs

And more:
● limits user freedom 

(personal data leakage) This is not what “open” should mean.

Can we change all this? How?
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A window of opportunity: market

https://a16z.com/generative-ai-enterprise-2024/

… but companies want “open source” modelsLLMs follow a winners take all dynamics…
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A window of opportunity: regulations
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Sufficiently detailed information about the data used to train 
the system so that a skilled person can build a substantially 
equivalent system. 

Art. 53: Exception for providers of AI models released under a 
free and open-source licence[...] and whose parameters, 
including the weights, the information on the model 
architecture, and the information on model usage, are made 
publicly available.

Open source AI definition

AI Act

https://opensource.org/ai/open-source-ai-definition
https://eur-lex.europa.eu/eli/reg/2024/1689/oj


Software Heritage in this picture
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Largest archive of source code
                                                       digital commons built since 2015

-   50 × 10⁹ nodes
- 700 × 10⁹ edges
~ 2 PB  storage

500+ code hosting platforms

All versions, full development history
In a single giant Merkle Graph

}Ensures availability
Guarantees integrity
Enables traceability

of all source code Unique dataset for machine learning,
                     an infrastructure for transparency and accountability
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Find all contents that have as “popular filename” *.v

select swhid, lower(trim(from_utf8(filename))) from 
popular_content_name where 
lower(trim(from_utf8(filename))) LIKE '%.v'

Uses the derived dataset popular_content_name from the SWH graph

Example simple tasks
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Looking for founding principles at Software Heritage

Question: are we asking too much? 12



Findings from BigCode: The Stack v2 and StarCoder2

Released February 28th 2024
   Yes one can build the best open LLM for code available while fully adhering to
   the Software Heritage principles for responsible LLMs, … 
   and even more: the full training pipeline is made public too!
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Dataset Model

https://www.bigcode-project.org/
https://huggingface.co/datasets/bigcode/the-stack-v2
https://github.com/bigcode-project/starcoder2
https://arxiv.org/abs/2402.19173


license 
filtering

67.5 TB of data 32.1 TB of data

near-
deduplication

2.4 TB
775B tokens

Language 
selection, 
filtering, 
preprocessing

GH Issues, PRs, and 
other high-quality 

data sources
140B tokens

915B tokens

Software 
Heritage Raw 

Dataset

The Stack v2 
Data collection pipeline fully open and transparent built by BigCode
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select only 
GitHub repos



https://sinews.siam.org/Details-Page/ethical-concerns-of-code-generation-through-artificial-intelligence

I found my (L)GPL code in your dataset! 
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https://sinews.siam.org/Details-Page/ethical-concerns-of-code-generation-through-artificial-intelligence


The BigCode approach: data inspection and opt out

Membership test

https://marketplace.visualstudio.com/items?itemNa
me=HuggingFace.huggingface-vscode 16

This slide is courtesy of Leandro Von Werra and Harm de Vries

Beware of false positives: not 
everything is copyrightable, e.g. 
boilerplate,  or purely functional 
code like this one!



Lessons learned

Transparency is easy: SWHID (undergoing ISO 
standardisation) and Software Heritage
N.B. : may be mandated by regulations!

Opt out is complex: who is the real right owner? 
(similar issues to license compliance)

+
● Building the training set is complex: 

e.g.  includes license compliance 
alike work at massive scale

We need a coordinated effort to ensure fully open models will succeed!

● Generating attribution information 
on model output is more complex 
than license compliance
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https://swhid.org


GENERATIVE AI FOR CODE : THE OPEN ISSUES

Gather 
data

Data
Sources

Clean and 
Process

Raw
Data

Train the 
model

Training
Data

Test the 
model

Model ProductionQualified
Model

Gousios et al. GHTorrent : GitHub's data from a firehose, 
MSR 2012

Ledivarec et al.
HyperDiff: Computing Source Code Diffs at Scale
ASE 2023

Sallam et al.
ChatGPT utility in healthcare education, research, and 
practice: systematic review on the promising perspectives 
and valid concerns 2023

Gunasekar et al. « Textbooks Are All You Need » 2023
https://arxiv.org/abs/2306.11644

Lefeuvre et al. Fingerprinting and Building Large 
Reproducible Datasets REP’23

Fan et al. Large language models for software engineering: 
Survey and open problems
FoSE 2023

Collect source code, issues, PR, 
discussions, etc. is very expensive.
Redoing it over and over again is an 
anti-ecological waste.

Extracting qualified subsets for training 
is difficult and time consuming.

Building a quality training set is a very 
complex task, redoing it over and over 
again behind closed doors is a waste of 
energy and human resources

Lack of traceability of generative AI 
outputs make it irrespective of authors

No precise identification and lack of 
availability of training data are huge 
obstacles to transparency and 
reproducibility. 

Extracting quality subsets should allow 
to specialize LLMs to  perform quality 
programming and software engineering 
tasks. 
 

Issues
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https://ieeexplore.ieee.org/abstract/document/6224294/
https://inria.hal.science/hal-04189855/
https://www.mdpi.com/2227-9032/11/6/887
https://www.mdpi.com/2227-9032/11/6/887
https://www.mdpi.com/2227-9032/11/6/887
https://arxiv.org/abs/2306.11644


A STEP FORWARD: CODE COMMONS
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Gather 
data

Data
Sources

Clean and 
Process

Raw
Data

Train the 
model

Training
Data

Test the 
model

Model ProductionQualified
Model

Availability: Easy access to all relevant data for 
software (source code, PR, issues, discussions, 
etc.) Shared harvesting: we do it only once!

Efficiency: Facilitate the extraction of 
qualified datasets to build 
high-performance models.

Structuring: Organize and connect the 
various data sources to create a 
coherent training set.

Ethics: Provide tools to verify the 
provenance and attribution of generative 
AI outputs

Traceability: Identify and make available 
the data used for training

Proof: Implementation in a generative AI 
model for code and benchmarking.

Solutions



CODE COMMONS: bird’s eye view

Source Code
&

Version History
Project context

Enriched metadata (licence, 
dependencies) Attribution metadata

                                                                                                        Unified data model for software

           Selection and extraction of datasets
Research on the attribution and origin of source 

codes

        Source code collection
Integration of context metadata 
(GHTorrent, GMame,SWMath, 

OpenAire,...)

Code analysis (Fossology, 
ScanCode...)

Attribution graph

Archive expansion services

        Archived data

         Indexed data

Data extraction services

Indexing tools

Model training operators
User entities

AI Models

2 - Raw answer

3 - Qualified answer

Code Commons
 use cases

Big Data
Infrastructure 

Scalable
Infrastructure 

1 - Prompt
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CODE COMMONS : MEET THE TEAMS 
Team Entity / Person Expertise

Funded Partners

Universal Software Source Code Archive

Software engineering, code, programming, languages, software variability management 
Large-scale software evolution, generative AI for software development

      ALMAnaCH Automatic linguistic modeling and analysis, and computational humanities

CEDAR Analysis and processing of large-scale complex data

DIASI Natural Language Processing (NLP)
Generative AI

DILS Engineering, Software, and Systems

Machine Learning, Modeling, Natural Language Processing (NLP)
Distributed Computing

Subcontracting (budget < 200k€)

Philippe Ombredanne La référence mondiale pour la détection des licences

External contributors

Emérite Inria Patrick Valduriez Cutting-edge expertise in big data management

Paolo Ferragina
Marco Danelutto

Data compression and text algorithms (ACM Paris Kanellakis Award 2022)
Expertise in massively parallel programming HPC

Maurizio Gabbrielli Expertise in machine learning and text similarity

Marco Aldinucci EuroHPC and expertise in efficient low-level distributed structures
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Related projects
SoFAIR

SWH-Sec

Clear synergies

● HPC Infrastructure
● Project/code metadata

LLM4Code

“Défi Inria”

● Reliable and productive code 
assistants based on LLMs

● 10 Inria teams
● Research project


