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Software Heritage Statement on
Large Language Models for Code

Principles

1. Knowledge derived from the Software Heritage archive must be given back to
humanity, rather than monopolized for private gain. The resulting machine

learning models must be made available under a suitable open license, together

with the documentation and toolings needed to use them.

2. The initial training data extracted from the Software Heritage archive must be fully

and precisely identified by, for example, publishing the corresponding SWHID

identifiers (note that, in the context of Software Heritage, public availability of
the initial training data is a given: anyone can obtain it from the archive). This will
enable use cases such as: studying biases (fairness), verifying if a code of interest
was present in the training data (transparency), and providing appropriate
attribution when generated code bears resemblance to training data (credit),

among others.

3. Mechanisms should be established, where possible, for authors to exclude their

archived code fromthe training inputs before model training begins.
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with the documentation and toolings needed to use them.
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archived code from the training inputs before model training begins.

But it’s hard...
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Gousios et al. GHTorrent
: GitHub's data from a firehose, MSR 2012

Collect source code, issues, PR,
discussions, etc. is very expensive.
Redoing it over and over again is an
anti-ecological waste.
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A STEP FORWARD: CodeCommons

- Availability: Easy access to all relevant
. data for software (source code, PR, issues,

. discussions, etc.) Shared harvesting: we
- do it only once!

. Traceability: Identify and make : . Ethics: Provide tools to verify the
f available the data used for training i  provenance and attribution of
. generative Al outputs

Clean and Uillc i Train the

Data Gather
Model
> Process Data model

Test the > Qualified
Sources data

model Model Production

© Structuring: Organize and connect
© the various data sources to create a
. coherent training set.

. Efficiency: Facilitate the extraction of
: qualified datasets to build high-
. performance models.
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CodeCommons

Open, res/ponsible, and transparent Al: Our shared goal

CodeCommons is an ambitious project to create the world’s most comprehensive digital commons for code

</:

Building on the existing foundation of
Software Heritage, the largest publicly
available source code archive,
CodeCommons aims to bring into one place
all the critical and qualified information
needed to create smaller, better datasets
for the next generation of Al tools.

At its core, the project prioritizes
transparency and traceability, enabling
model builders and users to respect
creators' rights while promoting sovereign
and sustainable Al.

</>

Learn more

Meet the teams
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